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Dear Dr. Lin Zhang,

Thank you for inviting us to submit a revised version of the manuscript. We greatly appreciate the valuable comments and feedback from the reviewers. We have incorporated many of the suggestions and the revision has substantially improved the manuscript. In particular, we have made the following major changes:

* Revised Table 1 by providing more details on the models results and fit measures (model specifications, sample sizes, regression coefficients, standard errors, 95% confidence limits).

Please see the following section for our detailed point-by-point responses. All line numbers pertaining to the changes refer to the revised manuscript.

Sincerely,

Syuan-Jyun Sun (corresponding author)

On behalf of Gen-Chang Hsu and Wei-Jiun Lin

---------------------------------------------------------------------------------------------------------------------

**Reviewer 1's Comments to the Author(s):**

**Comment 1** > The authors have responded all the suggestions and added some paragraphs which make this article more complete and readable.

**Response** > Thanks for the positive comments.

**Reviewer 2's Comments to the Author(s):**

The authors have made some changes and improvements to the manuscript. However, there are still many unresolved issues and the added information have also revealed new questions and issues. Below is my questions and comments. Hopefully they will help the authors to improve the manuscript.

**Comment 1** > I recommended that the authors include a more extensive, accurate and nuanced summary of the state the research the authors are aiming to make a contribution to. This is not fully answered in the revised manuscript. The authors have added some of the references I suggested in a sentence but that is not enough to cover the field.

**Response** > Maybe add a paragraph summarizing the current state of the field?

**Comment 2** > The description of the data collection with the publish or perish software is better in the revised manuscript. However, some questions remain: (1) At row 155, the authors write: "We also cross-referenced the results item with the updated curriculum vitae online to ensure the accuracy of search results". How was the accuracy of the search results? And did the authors correct the bibliometric data when mis-matches etcetera was identified? (2) The authors definition of a PI the field of ecology and evolutionary biology is not clearly stated. The selection seems to be based on affiliation. However, the field the authors are investigating is not clearly defined. The readers of Scientometrics may not have deep knowledge of this field. Therefore, I recommend the authors to provide a concise section where the field of ecology and evolutionary biology is defined and described in terms of relevant characteristics, e.g., formal scientific communication, publication praxis, collaboration, interdisciplinarity, etcetera. As of now several questions arise when I read the data collection section. Are the different departments the authors refer to sub-fields in the field of inquiry? Is publication praxis and citation rates similar in these sub-fields? Did all PIs publish in the field of ecology and evolutionary biology during their whole career or did some publish in other fields earlier in their careers and then transitioned to this field? Did all PIs do their PhDs in this field?

**Response** >

1. Accuracy of the search results
2. Definition of EEB
3. Department and sub-fields
4. PI publication patterns in EEB
5. PhD of these PIs

**Comment 3** > The issue of not using a normalized bibliometric indicator is unfortunately only partly resolved since the authors choose to continue with the h-index. First, the authors claim that normalization by field is not necessary since all PIs was faculty at one of 8 HEIs at time of data collection, but they have not provided any proper arguments or evidence in their manuscript to back this claim. Normalization might be relevant also at the sub-field level (Van Eck et al., 2013). Second, the authors write "By including both journal articles and book (chapters) in the calculation of h-index rather than calculating h-indexes separately for each of them, the potential variation in h-index among the two publication types were reduced". I do not understand this reasoning because it is not in line with the logic behind normalizing for document type in the scientometric literature. Are the publication rates similar for authors that publish more chapters and authors that publish more articles? Are citation rates similar for chapters and articles in the field they are investigating and in the sample? I recommend that the authors clarify their reasoning here and provide good references and arguments for how this works.

**Response** >

1. Variation in h-index among sub-fields
2. Different document types

**Comment 4** > The authors have included a section about google scholar but they have not provided convincing arguments. The argument of free access is irrelevant in this context. The argument that the lack of good metadata in google scholar does not matter for the authors study since they are not using it, is not really true. If the authors had used a citation database with good metadata etcetera, e.g., Scopus, it would have been easier to use a normalized bibliometric indicator as the dependent variable which would have strengthened the study.

**Response** > Since we choose to use unnormalized h-index. Additionally, the metadata are the document types and DOI information, which is not relevant in our analysis regardless of which search engine we use.

**Comment 5** > The authors have now included information about missingness in the manuscript. At row 486, Tables and figures, the size of the sample used for each model is presented. In the model with the lowest number of missing values the missingness is 7.6 % (model 1). In model 2, 4, and 6 is very high. In model 2 the sample size is 58 out of 145, i.e, 60% missing values, in model 4 there are 62% missing values, and in model 6 there are 68% missing values. Listwise deletion might be a reasonable method to handle missingness below 5% (Graham, 2009) depending on the mechanism for the missingness. When the missingness in the range presented by the authors the missingness needs to be addressed with some more advanced method than list wise deletion to handle the missingness, e.g., multiple imputation with chained equations. However, given the small sample in combination with a missingness of this magnitude, I doubt that the authors can provide a convincing solution other than collecting more data. How can we be sure that the authors results are not biased by the large amount of missingness?

**Response** >

**Comment 6** > I do not think the authors conclusions are supported by the data. Given the small sample size and the descriptive statistics I believe the authors need to show that their sample is representative by (1) defining a population; (2) Compare the variables in the sample with the equivalent variables in the population (e.g., how the proportion of men and women in the sample compare with the proportion of men and women in the population; How does the percentages of full, associate, and assistant professors compare with the population, etcetera). The authors should also show that the 8 Higher Education Institutions (HEI) are representative and how the PIs are distributed over the HEIs and compare the share of PIs in the HEIs in the sample with the share in the population. How many HEIs are there in the sampling frame? Why have the authors only sampled from top ranked HEIs? How does that comply with the representativity of the sample?

**Response** >

1. Summary of PIs in EEB in all universities in Taiwan.
2. Compare the PIs in our analysis to those in the defined population.
3. Provide this info in the supplementary methods.

The table below shows the number of PIs in each of the eight university/institute in our analysis (Note that there were only a few PIs from National Tsing Hua University and National Yang Ming Chiao Tung University because ecology and evolutionary biology is not a main research focus at these two universities).

|  |  |
| --- | --- |
| University/institute | Number of PIs |
| National Taiwan University | 47 |
| National Chung Hsing University | 28 |
| Academia Sinica | 26 |
| National Sun Yat-sen University | 16 |
| National Taiwan Normal University | 13 |
| National Cheng Kung University | 9 |
| National Tsing Hua University | 5 |
| National Yang Ming Chiao Tung University | 1 |

We only included PIs from higher-ranked universities/institutes for the following reasons:

1. The PIs in EEB from the eight top-ranked universities/institutes are fairly representative of those in Taiwan.
2. The research environment and funding resources differ between higher-ranked and lower-ranked universities/institutes (generally having fewer funding opportunities), and such inherent difference among universities/institutes could affect the research performance of PIs. As a result, including PIs from lower-ranked universities/institutes might introduce bias into our results.
3. Most of the applicants will set higher-ranked universities/institutes as their top priorities. Thus, from the applicants’ perspective, it would be more relevant to focus on the patterns in these universities/institutes.

**Comment 7** > At row 208 I cannot see any regression diagnostics for the poisson regressions. Why did the authors choose poisson over negative binomial regression? Have the authors tested the poisson models for over dispersion?

**Response** > We did check the assumptions of equal variance and normality for all six models in our analysis in our previous revision. However, there seemed to be a mistake in the online submission system and the figures for model diagnostics in our response document were lost. We provided them again below. Overall, there is no severe violation of the assumptions. The residuals in Model 5 seem to deviate from the line at the top-right corner. Nonetheless, this should not be a major issue as studies have shown that regression models are fairly robust to moderate degree of non-normality (Knief and Forstmeier 2021; Schielzeth et al. 2020). (The diagnostic plots below were generated using the R package “performance”.)

|  |
| --- |
| Model 1  Performance_recruitment |
| Model 2  Performance_promotion |
| Model 3  Duration_recruitment |
| Model 4  Duration_promotion |
| Model 5  Diff_recruitment |
| Model 6  Diff_promotion |

We also checked for overdispersion in our Poisson models (Model 1. 2, 3, and 4) using the function “check\_overdispersion()” in the R package “performance”. The test results show that the Model 1 is overdispersed, and therefore we refit the model using a negative binomial distribution and a log link function. The relevant contents in the manuscript was updated accordingly:

1. Methods:

*“Model 1 was fitted with a negative binomial error distribution and a log link function as the response is non-negative integers with significant overdispersion (χ2 = 199.59, df = 130, p < 0.001); Model 2 was fitted with a Poisson error distribution and a log link function as no significant overdispersion was detected (χ2 = 64.01, df = 51, p = 0.10).”* (Line XXX)

*“Both Model 3 and 4 were fitted with a Poisson error distribution and a log link function as the response is non-negative integers without significant overdispersion (Model 3: χ2 = 149.58, df = 125, p = 0.07; Model 4: χ2 = 32.98, df = 47, p = 0.94).”* (Line XXX)

1. Figure 3a.
2. The statistical results for Model 1 in Table 1.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Dispersion ratio | *χ2* | *df* | *p* |
| Model 1 | 1.57 | 199.59 | 130 | < 0.001 |
| Model 2 | 1.26 | 64.01 | 51 | 0.10 |
| Model 3 | 1.20 | 149.58 | 125 | 0.07 |
| Model 4 | 0.70 | 32.98 | 47 | 0.94 |
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